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ABSTRACT

A mathematical programming technique developed recently that optimizes multiple correlated charac-
teristics is the Multivariate Mean Square Error (MMSE). The MMSE approach has obtained noteworthy
results, by avoiding the production of inappropriate optimal points that can occur when a method fails
to take into account a correlation structure. Where the MMSE approach is deficient, however, is in cases
where the multiple correlated characteristics need to be optimized with varying degrees of importance.
The MMSE approach, in treating all responses as having the same importance, is unable to attribute the
desired weights. This paper thus introduces a strategy that weights the responses in the MMSE approach.
The method, called the Weighted Multivariate Mean Square Error (WMMSE), utilizes a weighting proce-
dure that integrates Principal Component Analysis (PCA) and Response Surface Methodology (RSM). In
doing so, WMMSE obtains uncorrelated weighted objective functions from the original responses. After
being mathematically programmed, these functions are optimized by employing optimization algo-
rithms. We applied WMMSE to optimize a stainless steel cladding application executed via the flux-cored
arc welding (FCAW) process. Four input parameters and eight response variables were considered. Stain-
less steel cladding, which carries potential benefits for a variety of industries, takes low cost materials
and deposits over their surfaces materials having anti-corrosive properties. Optimal results were con-
firmed, which ensured the deposition of claddings with defect-free beads exhibiting the desired geometry

and demonstrating good productivity indexes.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

The literature offers several techniques for multi-objective opti-
mizations. Among those that have been used in different applica-
tions are the desirability function (Derringer and Suich, 1980),
the generalized distance (Khuri and Conlon, 1981), the multivari-
ate integration (Chiao and Hamada, 2001), the multivariate yield
with Gaussian Quadrature Reduction (Liu et al., 2002), the preemp-
tive nonlinear goal programming (Kovach and Cho, 2009) and more
recently the robust desirability function that considers model
uncertainty (He et al.,, 2012). Many of these methods, however,
are unconcerned with a common phenomenon that occurs in the
modeling of manufacturing processes — the correlation among
the multiple responses (Huang and Lin, 2008; Paiva et al., 2007;
Safizadeh, 2002). The presence of such correlation, according to
Box et al. (1973), can influence the optimization results. This
destabilizes the mathematical models and produces errors in the
regression coefficients. Consequently, if the variance-covariance
(or correlation) structure is ignored, the regression equations
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cannot adequately represent the objective or constraint functions
(Chiao and Hamada, 2001; Khuri and Conlon, 1981).

Concerned with these issues, Paiva et al. (2009) proposed an
optimization method that combines the Principal Component Anal-
ysis (PCA) and the Response Surface Methodology (RSM), converting
the original multiple correlated objective functions in a new set of
uncorrelated ones, while considering the respective targets. Never-
theless, if the multiple responses introduce different degrees of
importance, this approach—though capable of eliminating the
correlation’s effect—is unable to attribute the desired weights. This
inability stems from the correlation matrix being unable to transfer
to the components the weights assigned to original responses.

Addressing therefore this gap in the work of Paiva et al. (2009),
this paper’s objective is to put forward the Weighted Multivariate
Mean Square Error ( WMMSE). The WMMSE is a method developed
for the optimization of multiple correlated responses that present
varying degrees of importance. In the multivariate approach, the
weights attribution cannot be performed, as it can in conventional
techniques, directly in the objective functions. A step-by-step pro-
cedure was thus developed for this very purpose. To model and
optimize the problem, the WMMSE combines, similar to the
method proposed by Paiva et al. (2009), the PCA, the RSM, and
the concept of MSE (Mean Square Error).
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To demonstrate its applicability, we employed the WMMSE to
optimize the cladding process of depositing AISI 316L stainless
steel onto AISI 1020 carbon steel plates using flux-cored arc weld-
ing (FCAW). Four input parameters configured the FCAW process
and to describe the cladding application we relied on eight
characteristics.

In welding, depositing a layer of filler metal over the surface of
another material to obtain desired properties or dimensions de-
scribes a process known as cladding. Cladding can serve three pur-
poses: (1) to extend the useful life of a part that, for a given
application, lacks needed properties; (2) to restore elements af-
fected by corrosion or wear; and (3) to create surfaces with special
features (Phillips, 1965). In industrial settings, the last of these
three applications has been noticeably on the rise, especially so
regarding stainless steel claddings (Palani and Murugan, 2007;
Murugan and Parmar, 1997). Thus, by depositing stainless steel
over other materials, such as carbon steels or low-alloy steels,
manufacturers are able to turn out anti-corrosive surfaces. The pro-
cess has proven attractive based on its impressive results — trans-
forming common and low cost materials into corrosion-resistant
surfaces.

The procedure, however, is complex. As such, it must of course
achieve this application’s peculiarities: dilution control and a weld
bead with the desired geometric profile. Beyond this, the proce-
dure must yield high quality and satisfactory productivity levels.
So, the challenge for engineers is to control and optimize, after
introducing several welding input parameters and multiple re-
sponse variables, the stainless steel cladding process.

2. Theoretical fundamentals
2.1. Multivariate Mean Square Error

In the context of Robust Parameter Design (RPD) optimization
(Montgomery, 2009), the Mean Square Error (MSE) is an objective
function that combines the response surfaces of mean y(x) and var-
iance 62(x) besides the respective target (T). This objective func-
tion is subjected only to the experimental region constraint, as
first suggested by Lin and Tu (1995):

Min MSE = [y(x) — T)> + 6*(X) 1)
XeQ
In Eq. (1), x represents the vector of controllable variables or input
parameters and Q denotes the experimental region in which x is in-
serted. Therefore, the minimization of this objective function pro-
motes the product’s quality improvement. This expression refers
to the mean and variance of only one response surface. For the mul-
tiple response case, Kdksoy (2006) proposed the agglutination of
several MSE functions, which could be either weighted or not. Then,
if different degrees of importance are desired, the global objective
function can be written as:
p
MSEr = > _w; - MSE; = Zm A0 - T + 67 (%)} 2)
i1
where MSE7 is the global Mean Square Error, p is the number of re-
sponse surfaces and w; are the desired weights.

Also available are other multi-objective optimization routines
that consider the response targets, such as the metrics Lp proposed
by Ardakani and Noorossana (2008):

)4 fl
st X! Z [[MAX fl} G)

x<pPoswi<l

Min f(x)

In the formulation of Eq. (3), f(x) is the global objective function and
the values f! and fMX are obtained from the payoff matrix of the
objective functions, where f! represents the found value with the
individual optimization of fi(x) and f¥4X is the maximum value ob-
served for the ith objective function. The expression x'x < p? de-
scribes the constraint for a spherical experimental region, where
p is the sphere’s radius.

All the aforementioned expressions share the same drawback:
they take no account of the correlation’s influence on the optimiza-
tion results. To consider the correlation, Govindaluri and Cho
(2007) presented the following formulation:

i—1

MSE; = (31(X) — T))> + 67(x) +

[65(X) + (Vi(x) = Ti) - () — T)] 4)
Although coherent, the computation of covariance response surface
0;i(x) in this proposal is only possible if the practitioner has a rep-
licate or a crossed array, which—and here is the main drawback of
this proposal—increases substantially the number of experiments.

Also considering that the correlation structure may significantly
jeopardize the optimization results, Vining (1998) presented a
minimization of a multivariate expected loss function as a multi-
objective function:

E[L[y(x), 0]] = [E[y(x)] — 0]’ C[E[y(x)] — 6] -+ fmce[cz )

where E[L[y(x),0]] is the multivariate expected loss function, x rep-
resents the vector of controllable variables, y(x) is the vector of
quality characteristics, Cis a p x p positively defined matrix of costs
(or weights) associated with the losses incurred when y(x) deviates
from their respective targets, p is the number of quality character-
istics, and X, is the variance-covariance matrix. Likewise, Chiao and
Hamada (2001) proposed a multivariate integration approach as a
correlated multi-response optimization method. Using a specified
region of responses, the optimal solution disregards any consider-
ation of the targets. This formulation is written as:

-1

by by by
Max P(Y € S) — IZ\Z / / /" e MR 0 gy
7'C

(6)

where Y is the vector of multiple responses, S is the specified region
for all responses formed by the lower bounds a; and upper bounds
bi, 3" isap x p positive definite variance-covariance matrix (with p
the number of responses), and x"x < p? denotes a constraint for a
spherical experimental region. Although efficient, the computation
of a multivariate normal integral is no trivial task.

Trying to overcome the drawbacks of the correlation’s negli-
gence, Bratchell (1989) proposed using a second-order response
surface based on PCA. Doing so helped to adequately represent
the original set of responses in a small number of latent variables.
Innovative though it was, Bratchell’s approach offered no alterna-
tives in cases where the largest principal component was unable
to explain the greatest part of variance. Furthermore, it gave no
indication of how the specification limits and targets of each re-
sponse could be transformed to the plane of principal components.

Departing from Bratchell’s idea, Paiva et al. (2009) combined
the concept of MSE functions with response surfaces written in
terms of principal components scores. The result of this combina-
tion also considered the original targets transformed into scores.
Bratchell’'s approach considered only the first principal compo-
nent; Paiva’s method included a geometric mean of principal
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component regressions whose the cumulative explanation ex-
ceeded 80%. Paiva et al. (2009) called this approach the Multivari-
ate Mean Square Error (MMSE) (Paiva et al., 2012, 2009). The
MMSE method begins with PCA converting a data set of correlated
responses into new uncorrelated variables—termed principal com-
ponents. These principal component scores are then developed,
through RSM, into response surface functions. Finally, considering
the MSE formulation, the estimated mean y(x) is replaced by the
principal component function PC. Since the ith eigenvalue is the
variance of the ith principal component (Johnson and Wichern,
2007), the variance 6%(X) can be replaced by the eigenvalue .
and the target T is transformed into the principal component tar-
get, {pc. The MMSE is then stated by the following expression:

(PC — Cpc)* + 2 (7)

In Eq. (1), PC is a second-order polynomial positioned in relation to
the input variables. The principal component target ({pc) is defined
heuristically. According to Johnson and Wichern (2007), the ith
principal component score is the product of the standardized values
Z(-) of the original responses Yj, multiplied by its respective eigen-
vectors e;. In this case, the standardized normal variable is calcu-
lated considering the mean, such as Z(Y; Iity,)- Then, it becomes
straightforward that if we consider the target established for the
jth response, Ty, the target written in terms of the principal compo-
nent ({pc) is established by:

MMSE =

(e =e'[Z (Y;|Ty))]

Ze, Z(Y;[Ty,)] (8)

where Z(Yj|Ty,) = (Ty, — ,uy) (o ) s My, is the mean of the jth re-
sponse and oy, is the standard dev1at10n of the jth response.

In this method the optimization is given by minimizing the
MMSE stated in Eq. (1), which means that the principal component
tends to reach the established target with minimum variance. If
more than one principal component is needed, then the MMSE
optimization is obtained by the following mathematical
formulation:

n @ (m &
Min MMSEr = [HMMSE} {H[PC tpc,)? ]} , m<p

i=1 =1

s.t.:g,(x)<0
9

where MMSE7 is the Total Multivariate Mean Square Error, MMSE; is
the Multivariate Mean Square Error for the ith principal component,
m the number of needed principal components, p the number of re-
sponses, PC; the response surface function for the ith principal com-
ponent, {p, the target for the ith principal component, /; the
eigenvalue for the ith principal component, and g, (x) < 0 are the
constraint equations.

The optimization of the principal components implies the opti-
mization of the original problem. On this basis, engineers have
characterized the MMSE approach as an intriguing method. While
it can deal with the correlation among multiple responses that
present different degrees of importance, the MMSE approach is un-
able to allocate weights to those responses. To answer such a defi-
ciency, the Weighted Multivariate Mean Square Error (WMMSE)
was developed. The WMMSE method is a way of optimizing multi-
ple responses that are correlated but present varying degrees of
importance. It is described in greater detail in the next section.

2.2. Weighted Multivariate Mean Square Error

Unlike traditional approaches, the MMSE approach cannot, in
the objective function, directly attribute weights. This is because

the MMSET function is written in terms of principal components.
In this function then, directly attributing weights does not mean
that the original responses are weighted. The approach simply
weighs the principal components, failing to ensure the weighting
of the responses. The WMMSE proposes then that before construct-
ing the objective function and before carrying out the Principal
Component Analysis the weights be attributed. To do so, we devel-
oped a step-by-step procedure:

Step 1: Standardize the data set of the original correlated
resporllses using the transformation Z(Yjlpy,) = (¥ = Hy).
(O'y)i .

Step 2: Mu’ltiply each standardized response by its respective
weight wj, such that > w; = 1.

Step 3: Perform the Principal Component Analysis on the
standardized and weighted responses using the vari-
ance—covariance matrix (unlike the MMSE approach, in
which the PCA is performed using the correlation matrix).

Step 4: Define the number of principal components that must be
retained in the analysis and keep their respective eigen-
values (4;), eigenvectors (e;) and scores.

Step 5: Using the scores obtained in Step 4, establish RSM models
for the significant principal components.

Step 6: Calculate the respective targets for each principal compo-
nent taking into account the weighted eigenvectors.

Step 7: Apply the WMMSE formulation.

Step 1, the standardization of the responses, is important be-
cause it unifies the data set. Multiple responses, in practice, present
different magnitudes and measurement units. Weighting the re-
sponses, Step 2, can be done by several ways. We employed Ch’'ng
et al.’s strategy (2005), which establishes that the total sum of the
weights must equal one. Thus, one can easily determine the per-
centage of the total weight attributed to each response. Step 3 pre-
sents the relevant difference between the MMSE and WMMSE
approaches. The MMSE performs PCA using the correlation matrix;
the WMMSE does sousing the variance-covariance matrix. Such a
change is necessary because the variance-covariance matrix is able
to assign to the principal components the weights attributed in
Step 2. Such assigning is what the correlation matrix is unable to
do. Finally, the next steps (Steps 4-6) are similar to those in the
MMSE method. The difference is, however, they are executed tak-
ing into account the weighted responses.

As the WMMSE formulation was developed (Step 7), the multi-
plier ([T",(-)) was found to be an inappropriate choice for com-
pounding the agglutination function. This operator can decouple
the weights of the responses and thereby create a unique constant.
Given this possibility, we replaced it with the sum (31", (-)) and
also established a weighting criterion for the principal compo-
nents. These were based on the respective degrees of explanation
of each component.

Therefore, the WMMSE method obtains the optimization of
multiple correlated responses presenting different degrees of
importance through the following formulation:

U; & Ui v e )2 o
U—T-WMMSE,} :Z{U_T‘ [(Pci ~Gic,) +zi] } m<p

i=1

m
Min WMMSEr = [

i-1
s.t.:g,(x)<0
(10)

where WMMSEr is the Total Weighted Multivariate Mean Square Er-
ror, WMMS E; is the Weighted Multivariate Mean Square Error for
the ith principal component, m the number of needed principal
components, p the number of responses, v; the degree of explana-
tion for the ith principal component, such t that > v; = v, PC; is
the response surface function for the ith principal component
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obtained with the weighted responses, (i, the target for the ith
principal component obtained with the weighted responses, 2/ the
eigenvalue for the ith principal component obtained with the
weighted responses, and g,(x) < 0 are the constraint equations.

In both the MMSE and WMMSE approaches, the optimal points
are identified by using the optimization algorithms on the respec-
tive presented formulations. To carry out this task, this work used
the Genetic Algorithm (GA). The GA, broadly employed to optimize
processes and operations, is considered by a number of researchers
to be effective at searching for global solutions (Georgieva and
Jordanov, 2009; Poojari and Varghese, 2008; Busacca et al., 2001).

2.3. The stainless steel cladding process

The stainless steel cladding process deposits a stainless steel
layer on surfaces of carbon steel or low-alloy steels. This produces
claddings with anti-corrosive properties and resistance that help
surfaces withstand environments subject to high wear due to cor-
rosion (Palani and Murugan, 2006). Since the base metal can be a
common material, stainless steel cladding is dramatically less
expensive than components made purely from high-priced stain-
less steel. Thus, carbon (or low-alloy) steel clad with stainless steel
has been employed by such industries as the petroleum, chemical,
food, agricultural, nuclear, naval, railway, civil construction and
others (Kannan and Murugan, 2006; Murugan and Parmar, 1994).

How the cladding process mainly differs from conventional
welding, as depicted in Fig. 1, is in the weld bead geometry. To en-
sure weld resistance (Fig. 1a), typical applications require high
penetration (P). In cladding applications, however, the desired
weld bead geometry is characterized by broad bead width (W),
high reinforcement (R), low penetration (P) and low dilution per-
centage (D) (Fig. 1b). This geometric profile is important; it ensures

B
— x 100 [%,
= [%]

A+
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Fig. 1. Desired weld bead geometry: (a) typical welding bead, (b) cladding.
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the process covers the largest possible area with the least number
of passes, saving significant material and time.

Justas important as the weld bead geometry is the dilution con-
trol. Dilution control, according to several researchers, is a critical
aspect that establishes the final quality of the claddings (Kannan
and Murugan, 2006; Palani and Murugan, 2006; Balasubramanian
et al,, 2009b). Shahi and Pandey (2008b) argue that the dilution
strongly influences the chemical composition and properties of
cladded components; high dilutions increase the diffusion of ele-
ments between the filler and base metal (Fig. 2). So for stainless
steel claddings, such an increase in the diffusion of elements can,
in the cladded layer, reduce the alloying elements and increase
the carbon content—qualities that give rise to a number of metal-
lurgical problems.

The previous considerations show that manufacturers, to
achieve the desired quality of stainless steel cladding, must man-
age several characteristics. The control of this process, however,
is not limited to geometric aspects. Manufacturers must also con-
sider variables related to productivity and surface finishing; the
exigency of these factors is always intense. Therefore, to identify
a global condition that satisfies all these requirements, manufac-
turers must work out, employing specific techniques, the control
and optimization of the stainless steel cladding process.

The literature reflects arising interest in stainless steel cladding
applications. Most of these studies, however, are concerned with
the analysis of the final properties of the claddings (Anjos et al.,
1997; Majumdar et al., 2005; Kuo et al., 2009) or with the mathe-
matical modeling of the process (Kannan and Murugan, 2006;
Palani and Murugan, 2006; Shahi and Pandey, 2008b). Few
researchers have worked with its optimization (Palani and
Murugan, 2007; Balasubramanian et al., 2009a). Also scarce are
works considering the analysis of variables related to the process
productivity (Shahi and Pandey, 2008a; Tarng et al., 2002).

(b)
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Fig. 2. Effect of the increase in dilution: (a) low dilution, low diffusion of elements, (b) high dilution, high diffusion of elements.
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3. Experimental method

To apply the WMMSE method to optimizing stainless steel clad-
ding, the research method, based on experiments, was conducted
in three stages. One initial unknown was the behavior of flux-cored
arc welding on the cladding characteristics. Hence, in the first
stage, we employed, the Response Surface Methodology (RSM) to
determine the objective functions for the original responses. RSM
is defined by Montgomery (2009) as a collection of mathematical
and statistical techniques useful in modeling and analyzing
processes. Such an approach was followed in planning the experi-
ments, collecting the data, and modeling the responses of interest.
In the second stage, the correlation structure among the responses
was analyzed and the process optimized by the MMSE method,
thereby obtaining a primary solution; it characterized the neces-
sity of optimizing the multiple responses with different weights
and thus concluded the second stage. The third and final stage
was the applying of the proposed WMMSE optimization, identify-
ing a new optimal point from the attributed weights.

3.1. Experiment planning

The FCAW parameters defined as input variables were the wire
feed rate, voltage, welding speed, and distance of contact tip from
work piece. The schedule of experiments was based on a central
composite design (CCD), created for four parameters at two levels
(2k=2%=16), eight axial points (2k = 8), and seven center points.
This resulted in 31 experiments. To specify the parameter levels,
previous studies and preliminary tests were taken into account.
Thus, after analyzing the previous works, the limits of each variable
were pre-fixed and the preliminary tests were performed to verify
the process behavior on the extreme conditions. At the end of this
analysis, the parameter levels were fixed, as shown in Table 1. In
the CCD matrix, a coded distance o of 2.0 was adopted for the cen-
ter points to the axial points.

The set of responses included eight welding outputs, six of them
to be optimized and two to be taken as constraints. Those to be
optimized included four that described the weld bead geometry
- the bead width (W), penetration (P), reinforcement (R) and
dilution (D). The remaining two described the process productivity
- the deposition rate (DR) and process yield (Y). The two outputs
taken as constraints concerned the surface quality — slag formation
(SF) and surface appearance (SA). This was to ensure the deposition
of optimal claddings with defect-free beads.

3.2. Experimental procedure

To perform the experiments, the equipment used included a
welding machine ESAB AristoPower 460, a module AristoFeed
30-4 watt MAG6 (employed to feed the wire), and a mechanical sys-
tem device. The latter was used to control the welding speed and
the torch position (distance and angle). The base metal was carbon

Table 1
Parameters and their levels.

Parameters Unit Notation Levels

-2 -1 0 +1 +2

Wire feed rate  meter/ Wy 55 70 85 100 115
minutes
Voltage volt v 245 27.0 295 320 345
Welding speed  centimeter/ S 20 30 40 50 60
minutes
Contact tip to millimeter N 10 15 20 25 30
work piece
distance

Table 2
Chemical composition of base metal and filler metal.
Material C Mn P S Si Ni Cr Mo
AISI 1020 0.18/ 0.30/ 0.04 0.05 - - - -
0.23 0.60
AWS E316LT1-1/4 0.03 1.58 - - 1.00 124 18.5 246

steel AISI 1020, cut into plates of 120 x 60 x 6.35 millimeter. The
filler metal employed was a flux-cored stainless steel wire type
AWS E316LT1-1/4, with a diameter of 1.2 millimeter. Table 2 pre-
sents the chemical composition of these materials.

For the welding technique, the experiments were performed by
simply depositing a stainless steel bead on carbon steel plates
(bead on plate), taking into account the parameters defined by
the CCD matrix. The shielding gas used was a mixture of 75%
Ar +25% CO, at a flow rate of 16 liter/minutes. The torch angle
was set at 15° to “pushing.”

To record the responses, initially the surface quality was evalu-
ated through scores assigned by the researchers. Thus, for slag for-
mation, the scores ranged from 1 to 5, with 1 signifying the worst
slag formation and 5 the best; the best slag formation should have
a complete coating on the weld. Next, the slag was removed and
the surface appearance—the presence or absence of defects—ob-
served. For this response, the scores ranged from 1 to 10, with 1
signifying an entirely defective weld bead and 10 a flawless one.
An example of this evaluation is shown in Fig. 3.

After recording the quality responses, the deposition rate and
the process yield (productivity responses) were calculated. These
calculations took into account the welding time and masses of
the carbon steel plates observed before and after the deposition
of beads.

The weld bead geometry was measured at four points along the
specimens. The beginning and end of the process were discarded
and an average of the responses was recorded. The samples were
cut and their cross sections were properly prepared, attacked with
4% nital, and photographed. The image analysis software Analysis
Doc® was utilized to measure the weld bead dimensions, obtaining
the bead width, penetration, reinforcement, penetration area, and
total area of the weld. The dilution percentage was then calculated
by dividing the penetration area by the total area. Fig. 4 illustrates

(b)

Fig. 3. Evaluation of the surface quality: (a) slag formation (score of 4), (b) surface
appearance (score of 9).
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Fig. 4. Weld bead geometry after preparing the specimens.
Table 3
Experimental matrix.

Run Parameters Geometry Productivity Quality

Wf (meter/ v S (centimeter/ N w P R D (%) DR (kilogram/ Y (%) SF SA
minutes) (volt) minutes) (millimeter) (millimeter) (millimeter) (millimeter) hours) (score) (score)

1 -1 -1 -1 -1 11.19 1.37 2.63 2644 2718 89.74 3 7
2 1 -1 -1 -1 12.99 1.66 3.12 25.82 3.881 89.71 5 6
3 -1 1 -1 -1 12.70 1.69 2.50 3149 2.699 89.14 3 10
4 1 1 -1 -1 15.05 1.98 2.78 31.25 3.871 8947 3 *
5 -1 -1 1 -1 9.21 1.65 2.17 36.22 2773 9158 3 10
6 1 -1 1 -1 9.96 1.94 2.67 33.69 3.924 90.70 4 9
7 -1 1 1 -1 9.75 1.54 2.06 37.12  2.647 8743 3 10
8 1 1 1 -1 11.51 2.18 2.42 41.08 3.822 8836 3 8
9 -1 -1 -1 1 10.32 1.25 2.87 2246 2.740 9049 4 9
10 1 -1 -1 1 11.43 1.00 * 1832 3.870 8947 5 8
11 -1 1 -1 1 11.27 1.32 2.85 2371 2743 90.60 3 7
12 1 1 -1 1 13.34 1.10 3.18 21.96 3.885 89.81 4 4
13 -1 -1 1 1 7.99 1.11 2.55 2496 2.847 94.03 3 9
14 1 -1 1 1 8.62 1.23 2.80 2331 3.901 90.17 4 9
15 -1 1 1 1 8.48 1.37 2.36 28.77 2.832 9352 3 10
16 1 1 1 1 10.84 1.64 2.60 30.19 3.969 91.74 3 7
17 -2 0 0 0 9.07 1.38 2.21 3156 2.204 9262 3 9
18 2 0 0 0 12.21 2.14 3.06 30.95 4.454 89.52 4 6
19 0 -2 0 0 9.42 1.20 3.03 22.84 3324 9041 4 9
20 0 2 0 0 11.69 1.86 2.46 3558 3.311 90.04 3 8
21 0 0 -2 0 14.93 0.95 * 18.58 3.319 90.27 4 8
22 0 0 2 0 8.48 143 2.25 35.78 3.423 93.08 3 9
23 0 0 0 -2 11.73 2.18 2.61 4044 3.242 88.15 3 8
24 0 0 0 2 9.22 1.28 2.89 2416 3.385 9205 3 8
25 0 0 0 0 10.82 1.71 2.60 31.05 3.421 93.04 3 8
26 0 0 0 0 10.93 1.72 2.59 31.67 3.380 9191 3 8
27 0 0 0 0 10.74 1.62 2.65 30.88 3.402 9251 3 7
28 0 0 0 0 10.61 1.80 2.50 32.83 3.382 9198 3 8
29 0 0 0 0 10.64 1.49 2.62 29.99 3.388 92.15 3 7
30 0 0 0 0 10.59 1.49 2.61 31.09 3.398 9240 3 7
31 0 0 0 0 10.57 1.50 2.56 31.02 3.404 9258 3 8

the cross sections of the weld beads after the procedures of cutting,
preparing, and attacking.

Once all the responses had been measured, they were assem-
bled to compound the experimental matrix presented in Table 3
and used as a data source for the modeling and optimization of
the process. Due to their being characterized as outliers, three data
were discarded—two related to the reinforcement (Tests 10 and
21) and another to the surface appearance (Test 2).

4. Results and discussion
4.1. Modeling of the stainless steel cladding process
This study sought to determine the transfer functions among

the welding input parameters and responses. Considering this
and aiming to control the process during the optimization, we

developed response surface models for the eight cladding charac-
teristics. According to RSM, if the experimental space is in a region
of curvature, then the process is adjusted well by a second-order
polynomial. The transfer function that relates a given response y
with k input variables is described by the following expression
(Montgomery, 2009):

k k
y(X) =By + Zﬁixi + Zﬁiixiz + Z Zﬁqxixj +é (11)
= =

i<j

where y(x) is the response of interest, x; is the input parameters, fo,
Bi Bin Py are coefficients to be estimated, k is the number of input
parameters and ¢ is the error observed in the response.

Therefore, writing Eq. (11) for the four welding parameters con-
sidered in this work, we can represent the stainless steel cladding
responses as follows:
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Table 4

Estimated coefficients for the final quadratic models and ANOVA results.
Coefficients Responses

w P R D DR Y SF SA

Constant 10.640 1.639 2.597 0.310 3.396 0.924 3.021 7.644
B 0.797 0.122 0.191 —-0.003 0.568 —0.006 0.333 —0.855
B2 0.656 0.122 -0.104 0.025 —0.009 —0.003 -0.333 -0.272
B3 —1.451 0.093 -0.223 0.037 0.021 0.006 -0.250 0.689
Ba —-0.629 -0.241 0.115 -0.043 0.031 0.009 0.083 —-0.145
B11 — 0.025 - - -0.019 —0.004 0.144 -
P2z - —0.032 0.034 —0.007 —0.022 —0.006 0.144 0.219
B33 0.270 -0.118 0.019 -0.012 —-0.008 —0.002 0.144 0.219
Baa - - 0.036 - ~0.023 ~0.006 - -
P12 0.266 0.034 -0.030 0.008 0.008 0.003 -0.250 -0.533
P13 -0.114 0.076 - 0.005 —0.006 —0.003 -0.125 -
P1a - —0.100 -0.023 —0.004 -0.012 —0.005 - -
B3 -0.102 - - - -0.010 —0.003 0.125 -
Paa - - - - 0.020 0.006 - -0.592
P3a 0.067 - - —0.008 0.019 0.006 -0.125 -
adj.R? (%) 98.33 86.10 93.20 94.30 99.81 84.77 87.97 70.34
Residual error 0.050 0.016 0.005 0.0002 0.0005 0.00004 0.045 0.542
Regression p-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Curvature p-value 0.005 0.036 0.006 0.000 0.000 0.000 0.000 0.596

Y(X) = Bo + 1 Wy + oV + B35S + B4N + ,anjg + By V?
+ B33S® + BaaN* + BraWrV + B1aWiS + B1aWeN

+ Bp3VS + VN + B34 SN+ & (12)

InEq.(12), W, V, S, and N are expressed in their coded form. To esti-
mate the coefficients, the Ordinary Least Squares algorithm,
through the statistical software Minitab, was employed; full qua-
dratic models were developed. Then, the ANOVA procedure was ap-
plied to check the adequacies of the models as well as their
adjustments and to remove the non-significant terms. Table 4 pre-
sents the obtained coefficients for the final quadratic models and
the main results of the ANOVA.

Since all regression p-values were less than 5% of significance, it
can be seen that all expressions are adequate. Regarding adjust-
ments, aside from the surface appearance, all models presented
adj.R? values above 84%. As for that of surface appearance equaling
70.34%, this was still considered a satisfactory value. Therefore, the
ANOVA results show that the developed models are reliable and
can be used in predicting, controlling, and optimizing this stainless
steel cladding process.

Table 4 also presents the curvature p-values calculated for the
responses. Only the surface appearance presented a value higher
than 5% of significance. This means that the experimental space
for the other responses falls within the curvature region. Even
though the experimental region for the surface appearance pre-
sented no curvature, it was kept in this study. This response was
treated as a constraint and, unlike the responses to be optimized,
its model needed not present a stationary point. Thus, considering
that all the responses to be optimized were in the curvature region,
it was unnecessary to use the steepest descent (or ascent) method
to identify this region. This fact bears out as a proper choice the
adopted strategy of defining the welding parameter levels.

Table 5 shows the results of the normality test and correlation
analysis for the residuals of the RSM models. Again, such findings

Fig. 5. Response surface graphic for dilution.

indicate a good adequacy for all expressions, since all Anderson-
Darling coefficients (AD) were less than 1.000 (with p-values high-
er than 5% of significance) and all Pearson correlation coefficients
were equal to 0.000 (p-values equal to 1.000). These results dem-
onstrate that the residuals are normal and uncorrelated.

Once all the responses have been modeled, we can understand
many behaviors concerning this process. For each cladding charac-
teristic, for example, the modeling reveals the main effects and the
interaction effects of the welding parameters. Such, however, was
not the objective of this work and thus goes undeveloped here.
Nonetheless, we offer a few illustrations, Figs. 5-7, that set forth

Table 5

Residual analysis.
Test Responses

w P R D DR Y SF SA

Normality (AD) 0416 0.239 0.243 0.238 0.311 0.165 0.643 0.639
p-Value 0.313 0.761 0.744 0.762 0.534 0.934 0.085 0.087
Pearson correlation 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
p-Value 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
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Fig. 7. Response surface graphic for slag formation.

the response surface graphics for some characteristics on which
such analysis can be done.

4.2. Optimization by the Multivariate Mean Square Error

To optimize the multiple correlated responses, we used the
MMSE method. What was initially analyzed was resulting correla-
tion structure among the responses to be optimized (Table 6).
Since some significant relationships were identified, it can be seen
that the cladding responses are moderately correlated. Using
MMSE to optimize is thus justified.

Principal Component Analysis was next performed to find the
uncorrelated principal components needed to represent the origi-
nal responses. However, to perform PCA as a valid method, these
variables must satisfy a multivariate normality assumption. There-
fore the study carried out, as illustrated in Fig. 8, a multivariate
normality test based on a chi-square quantile-quantile plot of
the observations’ squared Mahalanobis distances. Once the results
showed a p-value equal to 1.000, with a significance level of 5%, the
assumption of multivariate normality was tenable and PCA appli-
cable. The PCA results (Table 7) indicated that three components
were capable of representing 90.5% of the data. These three were
used in the optimization.

Table 6
Correlation among the responses.
w P R D DR
P 0.220
0.234
R 0.445 -0.143
0.016 0.461
D -0.127 0.818 -0.679
0.496 0.000 0.000
DR 0.361 0.302 0.545 —0.056
0.046 0.099 0.002 0.766
Y -0.533 -0.290 -0.185 -0.107 -0.191
0.002 0.114 0.338 0.565 0.305

Cells: Pearson correlation. p-Value. Bold values have strong correlation.
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Fig. 8. Multivariate normality test.
Table 7
Principal Component Analysis for the original responses.
Eigenvalue 2.492 2.081 0.865 0.388 0.144 0.038
Proportion 0.415 0.347 0.143 0.065 0.024 0.006
Cumulative 0.415 0.762 0.905 0.970 0.994 1.000
Eigenvector  PC1 PC2 PC3 PCc4 PC5 PC6
w 0.506 —0.208 -0.267 0.705 0.365 -0.010
P 0.530 0.302 0.222 0.123 -0.625 0.417
R 0.167 —0.650 0.049 —0.034 0.516 —0.530
D 0.290 0.601 0.139 -0.037 0.095 -0.724
DR 0.394 -0.285 0.657 —0.346 0.444 0.124
Y —0.444 0.019 0.653 0605 -0.068 —0.076

Data extracted from correlation matrix.
Bold value presents significant explanatory capacity.

The next step consisted of determining the quadratic models for
the significant principal components. Thus, taking the scores
calculated in PCA and modeling them according to RSM, the fol-
lowing expressions were obtained:

PC1 = —0.201 + 1.164Wj + 0.525V — 0.4135 — 0.957N
+0.127W7 + 0.064V? — 0.092S” + 0.194N’
+0.131W;S + 0.096VS — 0.168VN — 0.200SN (13)

PC2 = 0.139 - 0.801W; + 0.586V + 1.237S — 0.938N
—0.185V? — 03335 + 0.184W;V + 0.206W,S
—~0.115W;N (14)
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PC3 = 0.661 + 0.447W; — 0.047V + 0.687S + 0.178N
—0.165W} — 0.295V> — 0.291S” — 0.249N?
+0.176W;V — 0.346W;N — 0.174VS + 0.302VN

+0.274SN (15)

The ANOVA results for the PC models identified, for all of them, p-
values of less than 5% significance. In relation to their adjustments,
presented an adj. R?> of 96.34%, for 93.64%, and for 88.48%. Fig. 9
shows the normality test performed for the residuals of the PC mod-
els, characterizing all of them as normal variables.

The targets for the principal components were established based
on the targets of the original responses. These latter ones were spec-
ified by the individual optimization of each response, using the
developed RSM models. Thus, through Eq. (8) and using the data
contained in Table 8, the targets for the principal components were
calculated, resulting in —0.291 for, —4.370 for, and 1.560 for.

With the RSM models for the significant principal components
developed and their respective targets calculated, the MMSE for-
mulation could be put forward:

Min MMSE; = {|(PC1 +0.291)> +2.492] - | (PC2 + 4.370)*
+2.081] - [(PC3 — 1.560) +0.857]}¥s.t. :
SF>4SA>8W;+V>+S+N> <4000 (16)

where PC1 PC2 PC3 are the RSM models described in Egs. (13)-(15);
and are constraints for the surface quality, described by their
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Table 8
Data used in the establishment of targets for the principal components.
w P R D DR Y
Mean 10.849 1.541 2.685 29.52 3.341  90.92
Standard 1.735 0.334 0.350 5.86 0.511 1.67
deviation

Target 15.574 0.827 3.341 16.27 4456 94.90
Objective Max Min Max Min Max Max
Standardization 2,724 -2.137 1.878 -2.261 2.184 2.372
Eigenvector PC1 0.506 0.530 0.167 0.290 0.394 -0.444
Eigenvector PC2  —0.280 0.302 -0.650 0.601 -0.285 0.019
Eigenvector PC3  —0.267 0.222 0.049 0.139 0.657 0.653

respective RSM models; and W} +V* + S + N> < 4.000 is the
spherical constraint for the experimental region, considering
p=a=2.0.

To identify the optimal point, the genetic algorithm was applied
in the previous formulation, programmed in a Microsoft Excel
worksheet and employing the solver evolutionary supplement.
Thus, considering 1,000 iterations, a convergence of 0.0001, a pop-
ulation size of 150 cases, and a mutation rate of 0.05, the optimal
point was found. These results are presented in Table 9, obtained
with a reliability of 95% for the following combination of welding
parameters: Wy=10.3 meter/minutes, V=27.0 volt, S =50.3 centi-
meter/minutes, and N = 23.4 millimeter.
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Fig. 9. Residual analysis for PC models: (a) normality test for PC1; (b) normality test for PC2; (c) normality test for PC3.
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Table 9
Optimal results for the stainless steel cladding process obtained with the MMSE method.
Responses Geometry Productivity Quality
w P R D DR Y SF SA
Optimal point 8.99 1.45 2.87 25.88 4.05 90.78 4 9
Targets 15.57 0.83 3.34 16.27 4.46 94.9 >4 >8
Units millimeter millimeter millimeter % kilogram/hours % score score

A comparison of the optimized responses and the collected
data in the experimental matrix classified the optimal weld bead
geometry as unsatisfactory. It was verified that a broader bead
width, a higher reinforcement, and a lower penetration could be
reached. Furthermore, as can be seen in Table 9, the optimal re-
sults fell far short of the targets. To improve these results, we
optimized the responses by attributing to them different weights.
This was done by employing the Weighted Multivariate Mean
Square Error.

4.3. Optimization by the Weighted Multivariate Mean Square Error

The MMSE method optimized the weld bead geometry and the
productivity using the same degrees of importance. Hence, the
productivity optimization put the weld bead geometry optimiza-
tion at a disadvantage. Therefore, the WMMSE was applied to a
new optimization so as to improve these results by means of attrib-
uting different weights to the responses. The WMMSE method attri-
butes weights differently than do conventional methods. In this part
of the experiment, we developed the steps for how to do it.

Step 1 and Step 2: Standardization and weighting of the original
responses

Aiming to unify the original data set, the responses were
initially standardized by subtracting their means from each
experimental value and, after, dividing them by their standard
deviations. Then, each standardized response was multiplied by
its respective weight. To attribute the weights, the weld bead
geometry was considered twice as important as the productivity.
Thus, the bead width, penetration, reinforcement, and dilution
were multiplied by 0.2; the deposition rate and the process yield
were multiplied by 0.1; thus, the total sum of the weights
was 1.0.

Step 3: Principal Component Analysis

Once the original responses were standardized and weighted,
Principal Component Analysis was performed on the data, taking
into account the variance-covariance matrix. The results are pre-
sented in Table 10.

Table 10

Principal Component Analysis for the weighted responses.
Eigenvalue 0.073 0.064 0.013 0.006 0.003 0.001
Proportion 0.453 0.399 0.082 0.039 0.020 0.008
Cumulative 0.453 0.852 0.934 0.973 0.992 1.000
Eigenvector  PC1* PC2* PC3* PC4* PC5* PC6*
0.2-Z(W) 0.065 0.664 0596 0415 0.167 0.011
0.2 -Z(P) 0.535 0403 -0.353 -0.004 -0.534 -0376
0.2 - Z(R) —-0.526 0.523  -0.343 0173  -0.252 0.489
0.2 -Z(D) 0.652 0.000 -0.100 0.062 0212 0.719
0.1-Z(DR) -0.014 0265 -0.547 -0.075 0741  -0.275
0.1-Z(Y) -0.089 -0233 -0305 -0.888 -0.172 0.165

Data extracted from variance-covariance matrix.
Bold value presents significant explanatory capacity.

Step 4: Number of needed principal components

The PCA showed again that three principal components were
needed to represent the responses, since they represented 93.4%
of the data. These components were used in the optimization.

Step 5: RSM models for the significant principal components

The RSM models for the principal components of the weighted
responses were developed similarly to those of the MMSE method.
They are described by Eqs. (17)-(19). Again, all expressions pre-
sented p-values of less than 5% significance. The adj.R? values were
91.37% for, 97.62% for, and 89.86% for. Fig. 10 shows the residual
analysis for these models, with normal results for all of them.
PC1* = 0.065 — 0.036W; + 0.144V + 0.186S — 0.228N

—0.037V* - 0.0708* + 0.045W;V + 0.046W;S

—0.035W;N (17)

PC2" = —0.024 + 0.201Wj + 0.042V — 0.1785 — 0.073N
+0.014W7 +0.012V2 4 0.023N* + 0.012W;V
~ 0.027W;N (18)

PC3" = —0.053 — 0.066W; -+ 0.040V — 0.090S — 0.024N
+0.013V2 + 0.044S* — 0.020W/S + 0.040W;N
— 0.020VN (19)

Step 6: Targets for the principal components

The targets for the principal components of the weighted re-
sponses were calculated, also similarly to those of the MMSE meth-
od, using Eq. (8) and Table 11. It was found —3.671 for, 1.954 for,
and 0.043 for.

Step 7: WMMSE formulation

Finally, after all the previous steps had been executed, the
WMMSE formulation was given as:

, 0.453 . )
Min WMMSEr = 552 [(PCl +3.671) + 0.073]
0.399 . 5 0.082
+ 5554 [(Pcz ~1.954)% + 0.064] + 5554
: [(PC3* ~0.043)? + 0.013]
st.:SF>4
SA>8
W} + V2 + 5% + N* < 4.000 (20)

As presented in Section 2.3, it should be pointed out that in the
WMMSE formulation the principal components are also weighted.
However, these weights take into account the degrees of explana-
tion observed for each component.
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Fig. 10. Residual analysis for PC* models: (a) normality test for PC1*; (b) normality test for PC2*; normality test for PC3*.
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Table 11

Data used in the establishment of targets for the principal components of the
weighted responses.

w P R D DR Y
Mean 10.849 1.541 2.685 29.52 3.341  90.92
Standard 1.735 0.334 0.350 5.86 0.511 1.67
deviation

Target 15.574 0.827 3.341  16.27 4456 94.90
Objective Max Min Max Min Max Max
Standardization 2,724 -2.137 1.878 -2.261 2.184 2.372
Eigenvector PC1* 0.065 0.535 -0.526 0.652 -0.014 -0.089

Eigenvector PC2* 0.664 0.403 0.523 0.000 0.265
Eigenvector PC3* 0596 -0.353 -0343 -0.100 -0.547

—0.233
—0.305

The genetic algorithm was also applied in the WMMSE formula-
tion, using the solver evolutionary supplement with the same
search parameters. In this fashion, we optimized the flux-cored
arc welding process for applications of AISI 316 stainless steel clad-
dings deposited on AISI 1020 carbon steel plates. Table 12 presents
the optimaal results, obtained with 95% reliability for a Wy=9.5 -
meter/minutes, V=26.5volt, S=27.3 centimeter/minutes, and
N = 23.6 millimeter.

In terms of geometric profile, the WMMSE method outper-
formed the MMSE method; the WMMSE produced a broader bead
width, a higher reinforcement, and a lower penetration. The differ-
ence can be observed in Fig. 11. Regarding the response targets, the
penetration and dilution stayed close to their minimum values and
the reinforcement practically reached its maximum value.

In terms of productivity, however, the WMMSE failed to outper-
form the MMSE method, a consequence of attributing to it a lower

Table 12
Optimal results for the stainless steel cladding process obtained with the WMMSE method.
Responses Geometry Productivity Quality
w P R D DR Y SF SA
Optimal point 11.90 0.92 3.33 16.61 3.66 88.73 5 8
Targets 15.57 0.83 3.34 16.27 4.46 94.9 >4 >8
Units millimeter millimeter millimeter % kilogram/hours % score score
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Fig. 11. Optimal weld bead geometries: (a) MMSE optimization, (b) WMMSE optimization.
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Fig. 12. Overlaid contour graphics.
Table 13
Confirmation experiments.
Experiment Geometry Productivity Quality
W (millimeter) P (millimeter) R (millimeter) D (%) DR (kilogram/hours) Y (%) SF (score) SA (score)
1 11.07 1.04 3.47 19.8 3.57 87.0 5 8
2 11.39 0.88 3.31 19.1 3.61 87.8 5 8
3 11.19 0.92 3.39 18.4 3.57 86.9 5 8
4 11.35 1.02 3.42 19.5 3.60 87.7 5 8
Mean 11.25 0.96 3.40 19.2 3.59 87.3 5.0 8.0
Prediction 11.90 0.92 3.33 16.6 3.66 88.7 5.0 8.0
Error (%) —5.48 4.88 2.20 2.60 —-2.04 -1.39 0.00 0.00

weight in the new optimization. Nevertheless, the loss in produc-
tivity was not significant. This new optimal condition was there-
fore judged satisfactory.

Fig. 12 illustrates the overlaid contour graphics built for this
optimization. Considering the values established as acceptable
for each cladding characteristic, these graphics show that the
MMSE method was unable to identify an optimal point inside the
feasible region. Because of this inability, MMSE was deemed unsat-
isfactory. The WMMSE, on the other hand, demonstrated just such
an ability. Thus, in optimizing this stainless steel cladding process,
which considered multiple correlated responses with different de-
grees of importance, the Weighted Multivariate Mean Square Error
showed itself to be a good technique.

5. Confirmation experiments

To verify the reproducibility of the results, a series of four con-
firmation experiments were run with the optimal combination of
the welding parameters, i.e., Wy=9.5 meter/minutes, V= 26.5 volt,
S=27.3 centimeter/minutes, and N = 23.6 millimeter. Table 13 pre-
sents these results and shows that most of the responses presented
real values close to the predicted ones. The largest difference,
occurring for the bead width, equaled 5.48%. Finally, Fig. 13 shows
the optimal weld bead obtained for this stainless steel cladding
application. It can be observed here that the WMMSE method suc-
cessfully conducted the process to a compatible result with the ex-
pected objectives.
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(b)

Fig. 13. Optimal weld bead: (a) slag formation, (b) surface appearance, (c) geometry.

6. Conclusions

This paper introduced the Weighted Multivariate Mean Square
Error, developed to optimize multiple correlated responses present-
ing different degrees of importance. While capable of dealing with
correlated responses, the Multivariate Mean Square Error is unable
to attribute them weights. We thus proposed here a weighting pro-
cedure, the WMMSE approach. It requires attributing weights be-
fore Principal Component Analysis. Furthermore, PCA must be
performed taking into account the variance-covariance matrix, so
that the principal components absorb the attributed weights. In
the WMMSE formulation, the principal components were also
weighted, according to their respective degrees of explanation.

We employed a threefold experimental method (RSM, MMSE,
and WMMSE) to optimize the flux-cored arc welding used in a
stainless steel cladding applications. Response Surface Methodol-
ogy, applied to model the cladding characteristics, developed reli-
able mathematical models for the prediction, control, and
optimization of the process. All RSM models were statistically sig-
nificant and most of them presented high adjustments, with adj.R?
values above 84%. The models’ capability of predicting the results
was verified by the confirmation experiments; low errors were ob-
served between the theoretical and real values. The correlation
analysis identified a moderately correlated structure among the re-
sponses, with correlations not too strong but significant. In relation
to the Multivariate Mean Square Error, this method presented an
optimal weld bead beyond the desired profile. This confirmed the
need to optimize the responses with different weights. Thus, the
weighting strategy proposed by the Weighted Multivariate
Mean Square Error was applied and a feasible optimal point was
found. Such results, considering a reliability of 95%, were obtained
with the following combination of welding parameters: Wy=9.5 -
meter/minutes, V=26.5volt, S=27.3 centimeter/minutes, and
N = 23.6 millimeter.
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